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#### Abstract

This paper is an attempt to create and plotted the number of subspaces from vector space of generalized hypergeometric functions $\quad V=$.with the help of MATLAB, the dimensionality theorem has also been proved for these spaces
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## 2. INTRODUCTION

Subspaces arise in connection with some matrix A, and provide useful information about the equation $\mathrm{Ax}=$ b. The vector space $V=\{\quad\}$ shall be a subspace of itself because it has the three properties required for a subspace. The column space of a matrix A shall be the set Col A of all linear combination of the columns of A. That is, if $\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{\mathbf{n}}$ are the columns of a matrix A, then the column space of the matrix A can be defined as: $\quad \operatorname{Col}(A)=\operatorname{Span}\left\{\mathbf{a}_{1}, \mathbf{a}_{2} \ldots\right.$ an $\}$, Since the set $C=\left\{\mathbf{a}_{1}, \mathbf{a}_{2} \ldots \mathbf{a}_{\mathbf{n}}\right\}$ already spans the column space we can imply delete dependent vectors one at a time till we get a linearly independent set.

The distinct scientific communities that are working using subspaces are in Hilbert Space, subspace clustering, signal processing, quantum (wave) mechanics, control theory, computer graphics, cryptography etc. We can see the works on generalized Hypergeometric Functions of Dwork B. (1990) and Daalhuis et al (2010). Elhamifar et al (2013) deals with sparse subspace clustering: algorithm, theory, and applications and Heckel et al (2014) on Subspace clustering of dimensionality-reduced data. We can see the work of Desmond J. Higham et al (2005) on MATLAB. Another important work of G. N. Georgiev et al (2003) deals with a new property of complex Kummer function and its application to waveguide propagation. We can also quote the work of R. P. Agrawal et al (1967) in generalized basic hypergeometric series with unconnected bases.
2.1 Let us consider the matrix $10 \times 10$ from vector space of Kummer function ${ }_{1} \mathrm{~F}_{1}(-1 ; b ; x)$, generated by MATLAB of the form

| $\mathbf{b} \downarrow \mathbf{x} \rightarrow$ | $\mathbf{0 . 1}$ | $\mathbf{0 . 2}$ | $\mathbf{0 . 3}$ | $\mathbf{0 . 4}$ | $\mathbf{0 . 5}$ | $\mathbf{0 . 6}$ | $\mathbf{0 . 7}$ | $\mathbf{0 . 8}$ | $\mathbf{0 . 9}$ | $\mathbf{1}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{0 . 1}$ | 0 | -1 | -2 | -3 | -4 | -5 | -6 | -7 | -8 | -9 |
| $\mathbf{0 . 2}$ | 0.5 | 0 | -0.5 | -1 | -1.5 | -2 | -2.5 | -3 | -3.5 | -4 |
| $\mathbf{0 . 3}$ | 0.66667 | 0.33333 | 0 | -0.3333 | -0.6667 | -1 | -1.3333 | -1.6667 | -2 | -2.3333 |
| $\mathbf{0 . 4}$ | 0.75 | 0.5 | 0.25 | 0 | -0.25 | -0.5 | -0.75 | -1 | -1.25 | -1.5 |
| $\mathbf{0 . 5}$ | 0.8 | 0.6 | 0.4 | 0.2 | 0 | -0.2 | -0.4 | -0.6 | -0.8 | -1 |
| $\mathbf{0 . 6}$ | 0.83333 | 0.66667 | 0.5 | 0.33333 | 0.16667 | 0 | -0.1667 | -0.3333 | -0.5 | -0.6667 |
| $\mathbf{0 . 7}$ | 0.85714 | 0.71429 | 0.57143 | 0.42857 | 0.28571 | 0.14286 | 0 | -0.1429 | -0.2857 | -0.4286 |
| $\mathbf{0 . 8}$ | 0.875 | 0.75 | 0.625 | 0.5 | 0.375 | 0.25 | 0.125 | 0 | -0.125 | -0.25 |
| $\mathbf{0 . 9}$ | 0.88889 | 0.77778 | 0.66667 | 0.55556 | 0.44444 | 0.33333 | 0.22222 | 0.11111 | 0 | -0.1111 |
| $\mathbf{1}$ | 0.9 | 0.8 | 0.7 | 0.6 | 0.5 | 0.4 | 0.3 | 0.2 | 0.1 | 0 |

The reduced row echelon form of A
If we label the column vectors of the matrix $U$ with $u_{1}, u_{2}, u_{3}, u_{4}, u_{5}, u_{6}, u_{7}, u_{8}, u_{9}, u_{10}$, then it is easy to see that $u_{3}=-u_{1}+2 u_{2}$. It is important to observe that the columns of A have the same dependency relation; that is, $a_{3}=-a_{1}+2 a_{2}$. We can eliminate $a_{3}$ and the remaining vectors will still span the column space of matrix A. $\operatorname{Col}(A)=\operatorname{Span}\left\{a_{1}, a_{2}, a_{4}, a_{5}, a_{6}, a_{7}, a_{8}, a_{9}, a_{10}\right\}$. We also observe that $u_{4}, u_{5}, u_{6}, u_{7}, u_{8}, u_{9}, u_{10}$ columns of A will have the same dependency relation. We can eliminate all $a_{4}, a_{5}, a_{6}, a_{7}, a_{8}, a_{9}, a_{10}$ step by step and the remaining vectors will still span the column space of matrix A.

## Basis of the column space (A) Orthonormal basis of the column space (A)

$\operatorname{Col}(A)=\operatorname{Span}\left\{a_{1}, a_{2}\right\}$. Because $u_{1}$ and $u_{2}$ are linearly independent and so is with $a_{1}, a_{2}$ is the basis for the column space of A. The dimension of the column space of the matrix A shall be the Rank of the matrix A and hence the column space of $A$ is a subspace of $\mathrm{R}^{10}$.

THE NULL SPACE
The null space of a matrix A is the set Nul A of all solutions to the homogeneous equation $\mathrm{Ax}=\mathbf{0}$. Symbolically $\operatorname{Nul}(\mathrm{A})=\{\mathbf{x}: \mathrm{A} \mathbf{x}=\mathbf{0}\}$. The null space can be composed by taking all solutions of the matrix equation $\mathrm{Ax}=0$ in following form:

## An augmented matrix form of 2.3 Reduced row echelon form of the matrix M

The reduced row echelon form of the matrix M indicates that the solutions of equation 2.3 can be written as:

Hence Rank-nullity theorem satisfied for the above matrix form by Kummer function
$\operatorname{Rank}(A)=2 \operatorname{Nullity}(A)=8 \operatorname{Dim}(A)=10$
$\operatorname{Dim}(\mathrm{A})=\operatorname{Rank}(\mathrm{A})+\operatorname{Nullity}(\mathrm{A})$

## MATLAB PROGRAM

```
>> X = [1:1:10];
>>A=[hypergeom(-1,1,X);hypergeom(-1,2,X); hypergeom(-1,3,X);
hypergeom(-1,4,X);hypergeom(-1,5,X);hypergeom(-1,6,X);hypergeom
(-1,7,X); hypergeom(-1,8,X); hypergeom(-1,9,X); hypergeom(-1,10,X)];
>> U = rref (A);
>> B1 = A (:, [1 2]);
Q = orth (A);
>> B2 = null (A, 'r');
> N= null (A);
```

$\gg \operatorname{Dim} \mathrm{A}=\operatorname{size}(\mathrm{A}, 2)$;
$\gg \operatorname{Rank} \mathrm{A}=\operatorname{size}(\mathrm{B} 1,2)$;
>> Nullity $=\operatorname{size}(\mathrm{B} 2,2)$;
>> Subplot (3, 2, 1:2); surf (A);
>> Subplot (3, 2, 3); surf (B1);
>> Subplot (3, 2, 4); surf (B2);
>> Subplot (3, 2, 5); surf (Q);
>> Subplot (3, 2, 6); surf (N);

## FIG 1.1

2.2 Let us consider the matrix $10 \times 10$ from vector space of higher hypergeometric function from Dixon's Theorem ${ }_{3} \mathrm{~F}_{2}(\mathrm{a}, \mathrm{b}, \mathrm{c} ; 1+\mathrm{a}-\mathrm{b}, 1+\mathrm{a}-\mathrm{c} ; \mathrm{x})$

| b,c $\downarrow \mathrm{x} \rightarrow$ | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2,3 | -1 | -2 | -3 | -4 | -5 | -6 | -7 | -8 | -9 | -10 |
| 3,4 | -1 | -2 | -3 | -4 | -5 | -6 | -7 | -8 | -9 | -10 |
| 4,5 | -1 | -2 | -3 | -4 | -5 | -6 | -7 | -8 | -9 | -10 |
| 5,6 | -1 | -2 | -3 | -4 | -5 | -6 | -7 | -8 | -9 | -10 |
| 6,7 | -1 | -2 | -3 | -4 | -5 | -6 | -7 | -8 | -9 | -10 |
| 7,8 | -1 | -2 | -3 | -4 | -5 | -6 | -7 | -8 | -9 | -10 |
| 8,9 | -1 | -2 | -3 | -4 | -5 | -6 | -7 | -8 | -9 | -10 |
| 9,10 | -1 | -2 | -3 | -4 | -5 | -6 | -7 | -8 | -9 | -10 |
| 10,11 | -1 | -2 | -3 | -4 | -5 | -6 | -7 | -8 | -9 | -10 |
| 11,12 | -1 | -2 | -3 | -4 | -5 | -6 | -7 | -8 | -9 | -10 |

The reduced row echelon form of A

Basis for the column space (A)
Orthonormal basis for the column space of A

Rational basis of null space (A)
Orthonormal basis for the null space of A
Hence Rank-nullity theorem satisfied for the above matrix form by Dixon's Theorem Rank (A) = 1, Nullity (A) $=9, \operatorname{Dim}(A)=10$,
$\operatorname{Dim}(\mathrm{A})=\operatorname{Rank}(\mathrm{A})+\operatorname{Nullity}(\mathrm{A})$

## FIG 2.3

## MATLAB PROGRAM

>> X = [2:1:11];
$\gg \mathrm{A}=\left[\right.$ hypergeom $\left(\left[\begin{array}{lll}-1 & 2 & 3\end{array}\right],\left[\begin{array}{lll}-2 & -3\end{array}\right]\right.$, x$)$;hypergeom $\left(\left[\begin{array}{lll}-1 & 3 & 4\end{array}\right],\left[\begin{array}{lll}-3 & -4\end{array}\right], \mathrm{x}\right)$;
hypergeom([-1 4 5], [-4 -5], x);hypergeom([-1 5 6], [-5 -6], x);
hypergeom $([-167]$, [-6 -7], x);hypergeom $([-178],[-7-8]$, x $)$;
hypergeom([-1 89$],[-8-9], x)$; hypergeom([-1 910$],[-9-10], x)$;
hypergeom $\left(\left[\begin{array}{lll}-1 & 10 & 11\end{array}\right],\left[\begin{array}{lll}-10 & -11\end{array}\right], x\right) ;$ hypergeom $\left.\left(\left[\begin{array}{lll}-1 & 11 & 12\end{array}\right],\left[\begin{array}{lll}-11 & -12\end{array}\right], x\right)\right]$;
$\gg \mathrm{U}=\operatorname{rref}(\mathrm{A})$;
>> B1 = A (: 1 );
$\gg \mathrm{Q}=\operatorname{orth}(\mathrm{A})$;
>> B2 = null ( A , 'r');
$\gg \mathrm{N}=$ null (A);
>> $\operatorname{Dim} \mathrm{A}=\operatorname{size}(\mathrm{A}, 2)$;
>> Rank A = size (B1, 2);
>> Nullity A =size (B2, 2);
>> Subplot (3, 2, 1:2); surf (A);
>> Subplot (3, 2, 3:4); surf (B2);
>> Subplot (3, 2, 5: 6); surf (N);

## 3. Applications of Vector Subspaces Generalized Hypergeomatric Function

Vector space and their subspaces of generalized hypergeomatric function used in Hilbert spaces. They are indispensable tools in the theories of partial differential equations, quantum mechanics, Fourier analysis (which includes applications to signal processing and heat transfer)-and ergodic theory. The Kummer confluent hypergeometric function belongs to an important class of special functions of the mathematical physics with a large number of applications in different branches of the quantum (wave) mechanics. I am finding it harder to justify to engineers where they will use vector spaces- I know it is important for time domain (state space) control theory and you describe stresses in materials using tensors. For other fields of engineering, computer memory extensively uses the conception of partition of matrices. If the matrix size gets larger than the space of computer memory it divides the matrices into sub matrices and does calculation. Again linear operator plays a key role in computer graphics. For many CAD software generates drawing using linear operators. And don't forget about cryptography. Matrices can be cleverly used in cryptography. Exchanging secret information using matrix is very robust and easy in one sense. I would like to tell about one of the important application of my research it deals as a Sparse Matrices. sparse matrices are useful for savings in storage: There are lesser non zero elements than zeros and saving in computing time: have a smart storage algorithm and save the computing time. If you have a very large matrix with few non-zero values, it doesn't always make sense to store the zero values. It can make operations very expensive when the dimensions are large. You can take advantage of having less information by representing your matrix in a way that only uses the nonzero entries. The matrix is converted into a table of index-value pairs. The index ( $\mathrm{m}, \mathrm{n}$ ) is two integers representing the row and column, and the value is the entry for that element. You can see how this will save memory, at the very least, if your matrix is huge but only has a few (non-zero) entries. The sparse matrix would be small in memory, while the actual matrix would be huge for storing all the zeros.
4. Interpretation

We have generated the vector subspaces of generalized hypergeomatric function of vector space of hypergeometric function by using MATLAB, which has been used in the generation and plotting of basis and orthonormal basis of column space and null space of a matrix of generalized hypergeometric function.

Multi dimensional vector space of generalized hypergeometric function is the generalization of general vector space which shall be better suited to mathematical concepts studied in a spiral. For this purpose we have taken a concept in conceptual settings which have been generalized to a more complex
setting by increasing dimensions and again to an even more complex setting by selecting characteristics that appear useful in this exercise.

I would hope that the variety and novelty of the result already found might provide inspiration for further research.

## 5. References

[1] Elhamifar, Ehsan and Vidal, Rene. Sparse subspace clustering. In CVPR, 2009.
[2] Dwork, B(1990), Generalized Hypergeometric Functions.Oxford, England: Clarendon Press.
[3] Daalhuis, Adri B. Olde (2010), "Hypergeometric function", in Olver, Frank W. J.; Lozier, Daniel M.; Boisvert, Ronald F. et al., NIST Handbook of Mathematical Functions, Cambridge University Press. Desmond J. Higham, Nicholas J. Higham (2005), MATLAB guide / SIAM.
[4]Amos Gilat (2010) MATLAB: An Introduction with applications, Wiley International.
[5] Sergey Edward Lyshevski (2003), Engineering and scientific computations using MATLAB / WileyIEEE.
[6] Rao V Dukkipati (2010) MATLAB -An Introduction with applications, New Age International, Publishers.
[7] Elhamifar, Ehsan and Vidal, Rene. Sparse subspace clustering: algorithm, theory, and applications. PAMI, 35 (11): 2765-81, 2013.
[8] Yuan, Xiao-Tong and Li, Ping. Sparse additive subspace clustering. In ECCV. 2014
[9] Heckel, Reinhard, Tschannen, Michael, and Bolcskei, Hel-mut. Subspace clustering of dimensionalityreduced data. In ISIT, 2014.
[10] G. N. Georgiev and M. N. Georgieva-Grosse, "Some microwave applications of the Kummer confluent hypergeometric function", in Proc. 5th Int. Conf. Transp. Opt. Netw. ICTON 2003, Warsaw, Poland, 2003, vol. 2, pp. 14-21.
[11] G. N. Georgiev and M. N. Georgieva-Grosse, "A new property of complex Kummer function and its application to waveguide propagation", IEEE Anten. Wirel. Propagat. Lett., vol. AWPL-2, pp. 306-309, 2003.
[12] G. N. Georgiev and M. N. Georgieva-Grosse, "Several hypotheses in the confluent hypergeometric functions based theory of the azimuthally magnetized circular ferrite waveguides", in Proc. EastWest Worksh. Adv. Techn. Electromagn., Warsaw, Poland, 2004, pp. 197-204.
[13]Generalized hypergeometric series, Cambridge Mathematical Tract No 32, Cambridge University Press,Cambridge, 1935.
[14]R. P.Agrawal \& A. Verma, generalized basic hypergeometric series with unconnected bases, Proc. Cambridge philos. Soc., 63 (1967), pp727-734.

